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v We propose a training-free method that to synthesize distilled datasets.

vOur approach achieves diverse and representative distilled datasets.

vAchieves state-of-the-art performance across multiple benchmarks.

v Works with text-to-image models, even when not trained on target dataset.

v Dataset distillation synthesize a small dataset such that training a model 
on it achieves similar performance to training on the full dataset.

vOptimization-based methods were the first to emerge but  are slow and hard 
to scale to large datasets and high resolutions.

vGenerative dataset distillation compresses the full dataset into a generative 
model that samples the distilled data.

vThe challenge is to generate a small, diverse, and representative dataset that 
closely approximates the full dataset with only a few samples.
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Wider t-SNE spread shows our method generates 
a more diverse dataset.

Our method yields greater diversity in backgrounds, 
poses, and viewpoints.
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